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Dataset available at https://github.com/yaolu/Multi-XScience



TL;DR  what is Multi-XScience?

- Writing related work
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Related Work Reference PapersAbstract



You should try Multi-XScience if you ...

- Need a large-scale Multi-Document Summarization dataset 
- Not limited to News and Wikipedia domain
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You should try Multi-XScience if you ...

- Care about abstractiveness (extreme summarization)
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You should try Multi-XScience if you ...

- Interested in the intersection of Graph and Summarization
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Microsoft Academic Graph Multi-XScience

Cross Aligned



You should try Multi-XScience if you ...

- Interested in summarization with explicit supervision
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You should try Multi-XScience if you ...

- Interested in modeling cross-document relationship in summarization
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Dataset Construction

- Data sources: arXiv.org and Microsoft Academic Graph
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MAG (Reference Papers)    = arXiv (Source Papers) + Multi-XScience



Models

Extractive Models

- Lead Baseline
- LexRank
- TextRank
- Extractive Oracle
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Multi-Doc Abstractive Models (fusion) 

- HierSumm
- HIMAP

Multi-Doc Abstractive Models (concat)

- BertABS
- BART
- SciBertABS
- Pointer-Generator



Model Performance (ROUGE Score) 
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The dataset is challenging.

According to ROUGE-L:

Abstractive > Extractive



Model Performance (Novel N-gram) 
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The dataset is highly 
abstractive.



Thank You!

Please come to our Q&A session for more discussions
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